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Abstract—This paper presents the results obtained from the conjunction of two techniques proposed for use in modern communication systems: Spatial Modulation (SM) and decoupled signal detection. Theoretical fundamentals of Spatial Modulation signal detection are covered, in addition to signal decoupling techniques that enable the separation at the base station of signals transmitted from different users, aiming at the simplification and utilization of detection procedures best suited to each user in the network. Performance analyses, in terms of bit error rate, and computational complexity, in terms of the average number of flops per detected symbol vector are carried out for the different associations of decoupling techniques and SM detectors.
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I. INTRODUCTION

The use of Spatial Modulation in MIMO systems [1], [2] allows the reduction of the number of RF chains used in the signal transmission, with consequent reduction of cost and energy spent by the transmitters. This work is focused in one alternative to simplify the received signal processing in the base station of systems with Generalized Spatial Modulation [3], combining decoupling techniques with efficient techniques for the signal detection in such systems. The presented proposal in this article is aligned with the future wireless communications developments, because presents methods to process the multiple users that demand connectivity of the BS, enabling the use of decoupling and detection methods best suited to their specific performance requirements. In addition, it provides means to reduce the costs of transmit system devices, by the reduction of the number of RF chains caused by the use of the Spatial Modulation.

II. SM-MU SYSTEM

A. Scenario description

The diagram depicted in Figure 1 presents a MIMO SM-MU system, in which users communicate to a base station (BS). Users with similar service requirements are grouped, so equal treatment will be applied to them at the receiver, totaling \( N \) user classes. The \( n \)-th class, \( C_n \), is composed by \( D_n \) users and each of them transmits data using spatial modulation. Consider that each user in this class has \( N_{T_n} \) transmit antennas, and that at each transmission timeslot only \( N_{A_n} \) antennas are activated, and through them independent QAM symbols are transmitted. The choice of the active antennas are commanded by the data to be transmitted by this user, as defined in the mapping table. For instance, consider a user of class \( n \), equipped with \( N_{T_n} = 4 \) and \( N_{A_n} = 2 \). Under this configuration, the number of permissible antenna configurations \( N_c \) equals the power of two immediately lower than \( \binom{N_{A_n}}{N_{T_n}} \), or equal to 4, in this example. So, input binary data are mapped into antenna combinations, as exemplified in the antenna combination mapping table (ACMT), presented in Table 1. As a result, the number of bits transmitted per timeslot equals the sum of the bits related to the antenna combination and the bits associated to the QAM symbols transmitted by the active antennas. Equal number of transmit antennas and ACMT will be admitted for users under the same class, even though the presented mathematical expressions are easily extended to the general case and the proposed strategies are applicable to the general case.
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Fig. 1. SM-MU MIMO scenario.

B. Signal model - System up-link

Let the cardinality of \( n \)-th class \( |C_n| = D_n \), the number of antennas \( M_{T_n} = D_n N_{T_n} \), the number of active antennas \( M_{A_n} = D_n N_{A_n} \) and the total number of transmit antennas of the system \( M_T = \sum_{n=1}^{N} M_{T_n} \). The symbol vector transmitted in the active antennas by the users of the \( n \)-th class, \( b_n \), concatenates the symbol...
vectors of the each user of the class, \( b_{n,i} \) producing \( b_n = [b_{n,1}^T b_{n,2}^T \ldots b_{n,D_n}]^T \), with dimension \( M_{A_n} \times 1 \). The SM-MU data vector transmitted by the users in class \( n \) are allocated in the vector \( s_n = [s_{n,1}^T s_{n,2}^T \ldots s_{n,D_n}^T]^T \), with dimension \( M_{T_n} \times 1 \), which contains zeros in the entries related to non active antennas and the symbols contained in \( b_n \), drawn from a digital constellation represented by the set \( \mathbb{B} \), in the entries that correspond to active antennas. Also, consider that, in class \( n \), the first user employs the \( p_1 \)-th ACMT antenna combination, the second user uses the \( p_2 \)-th antennas combination and so forth. The matrix that positions the elements of \( b_{n,k} \) in the non-zero entries of \( s_{n,k} \) is given by the matrix \( P_{p_1} \). The vectors \( b_n \) and \( s_n \) are related by \( \mathcal{P}(n) \), as given by:

\[
\begin{align*}
    s_n &= \mathcal{P}(n)b_n \\
    \text{where } \mathcal{P}(n) &= [P_{p_1} P_{p_2} \ldots P_{p,D_n}].
\end{align*}
\]

The elements of \( s_n \) belong to the set \( S_n \):

\[
S_n = \{ \mathcal{P}(n)b_n | p_1, p_2, \ldots, p_{|C_n|} \in 1, 2, \ldots, N_{c_n}, b_n \in \mathbb{B}^{M_{A_n}} \}.
\]

The signal that traverses the multiuser MIMO channel arrives at the BS. It is related to the signal transmitted by the \( \sum_{n=1}^{N} |C_n| \) users by:

\[
y = \sum_{n=1}^{N} \sum_{k=1}^{N_{c_n}} H_n,k s_{n,k} + n,
\]

where \( H_n,k \) is the \( N_r \times N_{t_n} \) channel matrix that links the \( N_{t_n} \) antennas of the \( k \)-th user of the \( n \)-th class and the \( N_r \) receive antennas at the BS. The additive Gaussian noise is zero mean and covariance matrix equal to \( K_n = \sigma_n^2 I_{N_r} \). The expression in (3) can be rewritten as:

\[
y = \sum_{n=1}^{N} H_n s_n + n,
\]

where \( H_n = [H_{n,1}, H_{n,2}, \ldots H_{n,|C_n|}] \) and \( s_n = [s_{n,1}^T s_{n,2}^T \ldots s_{n,|C_n|}^T]^T \) represent the channel matrix \( N_r \times M_{T_n} \) that links the users of class \( n \) with BS and the symbol vector transmitted by all users in class \( n \), respectively. Finally, the received vector is expressed by:

\[
y = Hs + n,
\]

where \( H = [H_1, H_2, \ldots H_N] \) with dimension \( N_r \times M_I \) and \( s = [s_1^T s_2^T \ldots s_N^T]^T M_I \times 1 \). Considering that the user symbol vectors, \( s_{n,k} \) transmit MIMO-GSM symbols with energy \( E_{s_n} \), then \( E[s_{n,k}^H s_{n,k}] = N_{A_n} E_{s_n} \). Then, for the data vectors with all users, \( s \), \( E[s^H s] = D_1 N_{A_1} E_{s_1} + D_2 N_{A_2} E_{s_2} + \ldots + D_N N_{A_N} E_{s_N} \).

In this section, receivers for SM-MU systems are proposed. These receivers are comprised of decouplers, that remove the interference of the other users over the intended class, followed by detectors of the transmitted SM data vector.

### A. Class Decoupling

Class decoupling techniques aim at the removal of the interference produced by the other users, and the ones presented here are based on the projection of the signal \( y \) on the null subspace of these interferences. All three presented strategies are based on the determination of the matrix \( A_n \), belonging in the left null space of \( \tilde{H}_n \), or:

\[
A_n \tilde{H}_n = 0, \quad \forall n \in \{1, 2, \ldots, N\}
\]

where \( \tilde{H}_n \), with dimension \( N_r \times (M_T - M_{r_n}) \), is built excluding from \( H \) the columns that refer to class \( n \), then:

\[
\tilde{H}_n = [H_1 \ldots H_{n-1} H_{n+1} \ldots H_N]
\]

#### 1) Projection in the null space of the interferences by singular value decomposition (D-SVD):

This strategy uses SVD of the channel matrix \( \tilde{H}_n \) which contains interference components, i.e., \( \tilde{H}_n = \tilde{U}_n \tilde{\Sigma}_n \tilde{V}_n^H \), where \( \tilde{U}_n \) and \( \tilde{V}_n \) are matrices comprised of singular vectors and \( \tilde{\Sigma}_n \) is a matrix of singular values. If \( r_n \) is the rank of \( \tilde{H}_n \), \( r_n = \text{rank}(\tilde{H}_n) \leq M_T - M_{r_n} \), SVD decomposition is expressed as:

\[
\tilde{H}_n = [\tilde{U}_{1,n} \tilde{U}_{0,n}] \tilde{\Sigma}_n [\tilde{V}_{1,n} \tilde{V}_{0,n}]^H
\]

where \( \tilde{U}_{0,n} \) and \( \tilde{V}_{0,n} \) with dimensions \( N_r \times (N_r - r_n) \) and \( (M_T - M_{r_n} - r_n) \times (M_T - M_{r_n}) \) compose orthogonal bases of the left null space and the right null space of \( \tilde{H}_n \) respectively. Then, in this strategy, the matrix \( A_n \) is given by:

\[
A_n = \tilde{U}_{0,n}^H.
\]
2) Projection in the null space of the interferences by zero-forcing filtering (D-ZF): This strategy, proposed in this paper, considers the channel inversion matrix, called zero-forcing (ZF) to perform the interference cancellation. Let \( \mathbf{H}^u = (\mathbf{H}^H \mathbf{H})^{-1} \mathbf{H}^H \), of dimension \( M_T \times N_R \), be the ZF matrix of \( \mathbf{H} \) that produces \( \mathbf{H}^u \mathbf{H} = \mathbf{I} \), that can be structured as \( \mathbf{H}^u = (\mathbf{H}_1^T \mathbf{H}_2^T \ldots \mathbf{H}_N^T)^T \). Then, the matrix that decouples the \( n \)-th class from the others is:

\[
\mathbf{A}_n = \mathbf{H}_n^u.
\] (10)

3) Projection in the null space of the interferences using MMSE filtering (D-MMSE): The decoupler D-MMSE proposed in [4],[5], is obtained partitioning MMSE channel matrix of \( \mathbf{H} \) given by \( \mathbf{H}^{\text{MMSE}} = \mathbf{H}^H \mathbf{H} + \sigma_n^2 \mathbf{I}^{-1} \). Likewise D-ZF, \( \mathbf{H}^{\text{MMSE}} \) is structured as \( \mathbf{H}^{\text{MMSE}} = (\mathbf{H}_1^n)^T \mathbf{H}_2^n \ldots \mathbf{H}_N^n \mathbf{H}^T \). In fact, \( \mathbf{H}_n^n \) is approximately in the left null space of \( \mathbf{H}_n \). In this procedure, the bases of the vector space generated by \( \mathbf{H}_n^n \) are obtained by the RQ decomposition of \( \mathbf{H}_n^n \):

\[
\mathbf{H}_n^n = \mathbf{R}_n \mathbf{Q}_n, \quad \forall n \in \{1, 2, \ldots, N\},
\] (11)

where \( \mathbf{R}_n \) and \( \mathbf{Q}_n \) have dimensions \( M_{T_n} \times M_{T_n} \) and \( M_{T_n} \times N_R \), are an upper triangular matrix and an orthonormal lines matrix which form the basis of the space \( \mathbf{H}_n^n \), respectively. Then, the matrix that performs the separation of users of the \( n \)-th class is given by:

\[
\hat{\mathbf{A}}_n = \mathbf{Q}_n.
\] (12)

For the three strategies presented above, the decouplers act on the received signal in the BS, as given by:

\[
\tilde{\mathbf{y}} = \hat{\mathbf{A}}_n \mathbf{y}.
\] (13)

In the decoupler D-SVD, \( \hat{\mathbf{A}}_n \) is exactly in the left null space of the interferences. Then, can be written as:

\[
\tilde{\mathbf{y}}_n = \hat{\mathbf{A}}_n \mathbf{H}_n^u \mathbf{s}_n + \hat{\mathbf{A}}_n \sum_{m=1, m \neq 0}^N \mathbf{H}_m^u \mathbf{s}_m + \hat{\mathbf{A}}_n \mathbf{n}
\] (14)

\[
\tilde{\mathbf{y}}_n = \hat{\mathbf{A}}_n \mathbf{H}_n^u \mathbf{s}_n + \hat{\mathbf{A}}_n \mathbf{n} = \mathbf{H}_n^u \mathbf{s}_n + \mathbf{U}_0^n \mathbf{n},
\] (15)

where \( \tilde{\mathbf{y}}_n \) has dimensions \( M_{T_n} \times 1 \) and the noise component remains white with covariance matrix \( \mathbf{K}_n = \sigma_n^2 \mathbf{I} \).

For the strategy D-ZF, the application of the filter which eliminates the interferences on the class \( n \), processes \( \mathbf{y} \), as given by:

\[
\tilde{\mathbf{y}}_n = \hat{\mathbf{A}}_n \mathbf{H}_n^u \mathbf{s}_n + \hat{\mathbf{A}}_n \sum_{m=1, m \neq 0}^N \mathbf{H}_m^u \mathbf{s}_m + \hat{\mathbf{A}}_n \mathbf{n}
\] (16)

\[
\tilde{\mathbf{y}}_n = \hat{\mathbf{A}}_n \mathbf{H}_n^u \mathbf{s}_n + \hat{\mathbf{A}}_n \mathbf{n} = \mathbf{s}_n + \mathbf{H}_n^u \mathbf{n},
\] (17)

where \( \tilde{\mathbf{y}}_n \) has dimension \( M_{T_n} \times 1 \) and the colored noise component with covariance matrix \( \mathbf{K}_n = \sigma_n^2 (\mathbf{H}^H \mathbf{H})^{-1} \).

In the strategy D-MMSE, \( \hat{\mathbf{A}}_n \), is approximately in the left null space of the interferences Assuming that \( \sum_{m=1, m \neq 0}^N \mathbf{H}_m \mathbf{s}_m \approx 0 \) in the expression, we obtain:

\[
\mathbf{D-MMSE}:
\]

\[
\tilde{\mathbf{y}}_n = \hat{\mathbf{A}}_n \mathbf{H}_n^u \mathbf{s}_n + \hat{\mathbf{A}}_n \mathbf{n} = \mathbf{Q}_n \mathbf{H}_n^u \mathbf{s}_n + \mathbf{Q}_n \mathbf{n}.
\] (18)

Besides this, \( \tilde{\mathbf{y}}_n \) has dimension \( M_{T_n} \times 1 \) and the noise component remains white with covariance matrix \( \mathbf{K}_n = \sigma_n^2 \mathbf{I} \).

B. Detectors

After the separation of the intended class, the vectors transmitted by their users are retrieved using the adequate detection strategy. Here are presented SM detectors, with optimal and suboptimal performance.

1) Maximum likelihood detector in white noise (ML-W): The optimal strategy for detection of vectors of the \( n \)-th class, \( \hat{s}_n \), is given by the following minimization:

\[
\hat{s}_n = \arg\min_{\mathbf{s}_n \in \mathcal{S}_n} \|\mathbf{\tilde{y}}_n - \hat{\mathbf{A}}_n \mathbf{H}_n^u \mathbf{s}_n\|^2
\] (19)

2) Maximum likelihood detector in colored noise (ML-C): The ML-C detector, optimal for the detection of the vectors of the \( n \)-th class can be expressed in the form:

\[
\hat{s}_n = \arg\min_{\mathbf{s}_n \in \mathcal{S}_n} \|\mathbf{\tilde{y}}_n - \hat{\mathbf{A}}_n \mathbf{H}_n^u \mathbf{s}_n\| \mathbf{K}_n^{-1} \|\mathbf{\tilde{y}}_n - \hat{\mathbf{A}}_n \mathbf{H}_n^u \mathbf{s}_n\|
\] (20)

The matrix \( \mathbf{K}_{n,n} \) is identified as the \( n \)-th submatrix of dimension \( M_{T_n} \times M_{T_n} \) on the main diagonal of \( \mathbf{K}_n \) matrix defined in connection with (17).

3) Projection-Based List Detector (PBLD): This detector, proposed in [6],[7], operates in two phases: 1-sorting of the transmit antenna combinations and 2-detection of transmitted symbols, being that the number of repetitions occurred in the Phase 2 is controlled by a variable-size list. Consider that the antenna combinations used by the users of the \( n \)-th class in one transmission can be represented for the \( D_n \)-tuple \( q = (q_1, q_2, \ldots, q_{D_n}) \).

In this section the index of the \( n \) class, present in \( \mathbf{H}_n \), \( \mathbf{s}_n \) and \( D_n \) is abandoned, for simplicity of notation.

The first phase is based on the fact that the received vector tends to be closer to the space generated by the channel matrix employed in the transmission, \( \mathbf{H}_{(q)} \), defined by the active antennas employed in the \( q \)-th combination of transmitting antennas, out of \( N_c \) possible combinations. The matrix that projects \( \mathbf{y} \) in the subspace generated by \( \mathbf{H}_{(q)} \) is expressed by:

\[
\mathbf{W}_q = \mathbf{H}_{(q)} (\mathbf{H}_{(q)}^H \mathbf{H}_{(q)})^{-1} \mathbf{H}_{(q)}^H.
\] (21)

So, this sort of the Phase 1 is composed by a filter bank which sort the combinations of transmitting antennas in decreasing order of the projection magnitude.

\[
\{o_1, o_2, \ldots, o_{N_c}\} = \text{argsort} \|\mathbf{W}_q \mathbf{y}\|.
\] (22)
As a result $\|W_{o_1}y\| \geq \|W_{o_2}y\| \geq \cdots \geq \|W_{o_{Nc}}y\|$. The antenna combinations ordered in (22) are serially passed, starting from the $D$-tuple $o_1$ in direction to the smaller magnitude combinations, by the detector composed for the symbol to symbol discretizer applied after the ZF equalizer, $G_{o_i} = H_{(o_i)^T}$, producing the candidates $c_{o_i}$:

$$c_{o_i} = D(G_{o_i}y), \quad (23)$$

being $D$ the function that discretizes the input vector into the symbols of the employed QAM modulation. To this candidate is determined the Euclidean distance in relation to the data vector, producing $\epsilon_{o_i}$:

$$\epsilon_{o_i} = \|y - H_{o_i}c_{o_i}\|. \quad (24)$$

This is used as the metric of quality of the candidate relative to the received data, $y$, and also as the input the scheme that defines the list size $\lambda$, algorithm represented here as the function $\eta$:

$$\lambda = \eta(\epsilon_{o_i}) \quad (25)$$

Details about the operation of the control of the list size are found in [2]. The expressions (23) to (25) are sequentially repeated until that the number of processed candidates is equal or higher than the list size. Then the candidate with the smallest Euclidean distance is selected as the detected symbols vector, $\hat{s}$.

4) Projection-Based List Detector with lattice reduction (PBLD-LR): The PBLD-LR detector differs from the PBLD due to the lattice reduction scheme, which reduces the loss of performance of the ZF filter in the occasions when the channel matrix is close to singular. In this scheme, the expression (23) is modified to:

$$c_{o_i} = D(T_{o_i}Q_{LR}(G_{o_i}y)), \quad (26)$$

where $G_{o_i}^{LR}$ is the ZF filter modified for the lattice reduction, $Q_{LR}$ represents the quantization in a lattice reduction domain and $T_{o_i}$ the matrix that transform the channel matrix into a nearly orthogonal matrix. Details about this process are found in [7].

IV. Results

In this section the results obtained in the evaluation of performance (i.e., bit error rate BER) and computational complexity (i.e., average number of flops required per detected symbols vector) are presented for the detectors previously mentioned employing the class decoupling techniques.

As evidenced in Figure 3, the performance of the detectors that do not employ the decoupling is better than the performance of the detector with previous decoupling, that is achieved at the cost of the computational complexity significantly higher, as presented in Figure 4. The performance of the detectors using D-MMSE decoupling resulted better than those using D-SVD decoupling. As expected, the detectors using the ML-W detection get better results than those using PBLD-LR detection. One aspect to be highlighted is that the receiver with D-ZF decoupling followed by ML-C detection has the same performance that the D-SVD receiver followed by ML-W detection.
In terms of computational complexity Figure 4 shows that among the decoupling techniques the technique D-SVD requires the least number and the technique D-MMSE the greatest number of operations which is due mainly to the channel matrix inversion necessary for the decoupling. Figure 4. Comparison in terms of computational complexity of the studied decoupling techniques for 4 classes of 1 user per class ($N_{t_n} = 4, N_a = 2, N_t = N_r = 16$).

B. 16 Users

This example considers a scenario with 16 users with the same characteristics of the users of the previous simulations. The BS uses 64 antennas for the reception. The results are presented in the Figures 5 and 6.

As in the previous scenario the performance of the detectors with D-MMSE decoupling is better than the performance of the detectors with D-SVD decoupling. The detector with ML detection achieves better performance than those that employ PBL detection. Figure 5. Performance comparison of the decoupling techniques for 16 classes with 1 user per class ($N_{t_n} = 4, N_a = 2, N_t = N_r = 64$).

It is observed in this case that despite identical performances the ZF-ML has much lower complexity than the SVD-ML. Advantage that is accentuated in systems with higher scale and number of users. Figure 6. Comparison in terms of computational complexity of the studied decoupling techniques for 16 classes of 1 user per class ($N_{t_n} = 4, N_a = 2, N_t = N_r = 64$).

Numeric results that consider another scenarios and include propagation and correlation effects between the antennas in the channel matrix were not included in this article due to space limitations. They can be found in [8].

V. Conclusions

The joint use of Spatial Modulation and the decoupling techniques for the signals detection is a very attractive option for the up-link in large scale MIMO systems. The extensive number of users and smart devices present in all the activities nowadays will require strategies that allow, besides of cost reduction and energy savings in the transmitters, to ensure a good detection in terms of BER and computational complexity what turns the schemes presented in this article into very promising strategies.
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