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Abstract—In this work we propose an algorithm for non-contact heart rate estimation using conventional cameras. The algorithm is robust to movements and works under non-controlled illumination. We divide the frames in micro-regions that are tracked using an optical flow algorithm to compensate for movements and we apply a clustering algorithm to automatically select the best micro-regions to use for heart rate estimation. We also propose a temporal and spatial filtering scheme to reduce noise and an adaptive filter to improve the signal to noise ratio of the signal employed for heart rate estimation. We evaluated our algorithm for real and synthetic data, comparing its results to a fingertip pulse oximeter and a state-of-the-art algorithm for heart rate estimation through video. Results show that the algorithm can work well under challenging situations.

Keywords—Photoplethysmography, Video processing, Pulse measurements, Heart rate.

I. INTRODUCTION

Heart rate (HR) is an important measure to ascertain a person’s health state. It is traditionally estimated using electrodes or optical sensors that require skin contact and may be uncomfortable. On the other hand, it has been shown that the HR can be estimated using conventional cameras [1], [2], [3], that capture the subtle changes in skin tone, called Photoplethysmographic (PPG) signal. The wide availability of conventional cameras and the ability to contactless estimate the HR have many potential applications.

The signal captured by the camera is a wave that represents the changes in skin tone along time, called the Photoplethysmographic (PPG) signal. The frequency of this wave is the same as the frequency by which the heart beats. Therefore, the PPG signal captured by the camera can be used to estimate a person’s heart rate. This remote measurement of cardiac pulse provides more comfort as it avoids the use of electrodes or other devices attached to the body.

Most algorithms use a cascade classifier to detect the subject’s face [2], [3], [4], [5] as they have shown that the PPG signal is relatively easy to detect on the face skin. Capdevila et al. [6] have shown that the forehead, cheeks and chin are the best regions on the face to measure the PPG signal. They define the region of interest (ROI) as a rectangle comprising most of the subjects face.

Li et al. [1] employs Discriminative Response Mat Fitting (DRMF) [7], a more robust face fitting algorithm and define the ROI as the region comprising mainly the cheeks.

The HR is estimated either using only the average value of the green channel inside the Region of Interest (ROI) [1], [8] or a mixture of the average for the red, green and blue channels by means of Independent Component Analysis (ICA) [2], [5], [9] or with fixed weights [10], linearly mixing them in an attempt to maximize the Signal to Noise Ratio (SNR) for the PPG signal. ICA is the preferred approach among researchers.

The signal is converted to the frequency domain using Discrete Fourier Transform (DFT) [2], [3], [4], [5], [11]. Short Time Fourier Transform (STFT) [9] or Welch periodogram [1], [12] and the frequency corresponding to the peak of maximum power is attributed as the HR frequency. Some researches also use an approach in the time domain, looking for the position of the peaks and valleys [8]. However, this approach degrades rapidly with noise.

Although these algorithms are able to detect the heart rate for steady videos, they show unreliable estimations for harder situations, such as movements and noise. In this work, we propose an algorithm for HR estimation targeting videos with movements such as people talking and gesturing, which makes it considerably harder to find the PPG signal.

II. FRAMEWORK

Our framework is composed of six main steps (see Fig. 1).

The video is divided in blocks of 10 seconds to facilitate the tracking algorithm. In A, the first frame of the video block is segmented in micro-regions of small size. With a tracking algorithm in B we estimate how the micro-regions evolved with time and compensate the movements. We compute the average of the red, green and blue components for the pixels within each micro-region in C for every frame. These traces undergo a clustering algorithm in D that compare the signal obtained in each micro-region and decide which micro-regions will be used for HR estimation. In this fashion, our algorithm automatically defines the ROI. The traces for the selected micro-regions are combined and converted to frequency domain using DFT. We then apply an adaptive filter to boost its SNR in E and then we search for the peak of highest energy and attribute its frequency to the HR in F.

A. Image segmentation in micro-regions

The goal of this step is to build a set of micro-regions that will be used to look for the PPG signal. The first frame of each block is segmented in micro-regions by means of the...
watershed method [13]. As a pre-processing step to avoid oversegmentation, we apply a bilateral filter [14] (with $\sigma_d = 3$ and $\sigma_r = 0.06$). Then, we convert the frame to gray scale and compute its squared gradient using the Sobel-Feldman operators. The gradient is then further smoothed using a rectangular kernel of size 11x11 and we apply the watershed method. The resulting segments are called micro-regions.

In this step a skin detection algorithm is used in order to eliminate those micro-regions that do not contain at least 80% of skin pixels. The skin detector employ an histogram based approach, as described by Vezhnevets et. al. [15], using the database from Jones and Rehg [16] for training.

As skin detection is a hard task that is susceptible to many false positives we also employed the Viola-Jones face detector [17]. Those pixels that do not fall in a rectangle containing 100% of the height and 80% of the width of the box found by the face detector are set as not being skin pixels.

B. Micro-region tracking

For each micro-region we select a set with up to 12 easy to track points using the algorithm of Shi and Tomasi [18] as implemented in OpenCV 2.4. The tracking of these points is executed using the Lucas-Kanade algorithm as implemented by Yves [19] and is used to compensate for movements.

A sequence of 8 frames is employed for point tracking (Fig. 2). $R_0$ and $R_1$ are the reference frames and we know the position of the tracking points for these frames (initially, $R_1$ is the first frame of the block and the tracking point position at $R_0$ are found by Lucas-Kanade algorithm). We then apply the Lucas-Kanade algorithm as shown in Fig. 2.

Fig. 2. Optical algorithm: The origin of the arrow indicates the origin frame. The dashed arrows indicates that the optical flow was computed using information coming from reference $R_1$, and the fill arrows from $R_0$.

We suppose that between frames $R_0$ and $I_0$ the movement of the tracking points can be described by a third order polynomial. The parameters of the movement (initial position, velocity, acceleration and jerk) are found as the ones minimizing the position’s squared error. With these parameters we compute the position of tracking points for frames $I_1$ to $I_5$. In this fashion, we obtain the temporal filtered position of the tracking points. We then advance in the video sequence. Frames $I_4$ and $I_5$ becomes now the reference. We keep advancing on the video sequence until all the video is covered.

From the position of the tracking points at a given time $t$ we estimate an affine transformation that convert the position of the tracking points on the first frame of the block to that at instant $t$. We then select some key points that represent the micro-region border, as shown in Fig. 3. These points undergo the affine transformation to define how the micro-region evolved with time. The pixels that fall within the delimited region belong to the given micro-region.

C. Trace extraction

For all frames, we compute the average value of the red, green and blue components of all pixels within a micro-region, resulting in $r_i(t)$, $g_i(t)$ and $b_i(t)$, the red, green and blue traces for the $i$-th micro-region. These traces are combined in a single trace by taking the weighted average of them.

Most algorithms in the literature employ Independent Component Analysis (ICA) to adaptively determine the weights for each channel. However, we observed that the weights attributed to each channel through ICA do not change significantly from one instant to another, or even from one video to another, as shown in Fig. 4.

![Fig. 3. Key points, that represent the micro-region border, undergo the affine transformation to define the micro-region evolved with time.](image)

![Fig. 4. Estimated probability distribution of the weights attributed to each channel found with ICA for videos of 15 volunteers with a duration of 60 seconds.](image)

In certain cases, the use of ICA may confound the algorithm instead of helping it (this will be discussed in Sec. III). Therefore, we employ fixed weights to mix each channel. The weights were chosen as the values that provide the maximum probability density, as shown in Fig. 4.

D. Clustering algorithm

The traces extracted for each micro-region may contain different levels of noise, depending on parameters such as vasculature, makeup, motion noise, etc.

To obtain a good SNR we try to ignore those micro-regions where the PPG signal is not visible or where the noise energy obscures it. The clustering algorithm is used to resolve which micro-regions to use in order to maximize the SNR. It groups in a cluster those micro-regions that present similar traces comparing their DFT. Based on the assumption that most micro-regions contain the PPG signal, we select the cluster of micro-regions with the highest number of elements and ignore the remaining. In this fashion, the algorithm automatically selects the ROI.

In order to compare the DFT of the traces for each micro-regions we use the distance metric given by

$$D(F_i, F_j) = 2 \frac{\sqrt{V_{ii}V_{jj} - V_{ij}^2}}{A_iA_jW_{ij}},$$

(1)
where \( F_i \) and \( F_j \) are the DFT at the i-th and j-th micro-region,
\[
V_{ab} = \sum_{v \in \Theta} w_{ij}[v] F_a[v] F_b[v], \quad W_{ij} = \sum_{v \in \Theta} w_{ij}[v], \\
w_{ij}[v] = \max \left( \frac{F_i[v]}{A_i}, \frac{F_j[v]}{A_j} \right),
\]
\( v \) is the frequency and \( \Theta \) is the range of frequencies where we expect the HR to be, that goes from 30 to 240 beats per minute (BPM). \( A_i \) and \( A_j \) are the root mean squared amplitude of \( F_i \) and \( F_j \), for \( v \in \Theta \). This distance metric is based on the Euclidian distance with the difference that \( D\{\alpha F_i, \beta F_j\} = D\{F_i, F_j\} \forall \alpha \) and \( \beta \) positive real values.

The clustering algorithm proposed in this work is a modification of K-means [20]. One disadvantage of the K-means for our purpose is that we need to know, prior to the clustering, how many clusters we want to form, but the optimal number of clusters is video dependent.

The proposed algorithm is represented in Fig. 5. Its input is \( \bar{Y} = \{ F_v[i] \} \), a set of vectors of the Fourier transform for each micro-region. From \( \bar{Y} \), 20% of vectors are randomly selected as cluster center. For the remaining points we calculate its distance to \( C_k[i] \) (the cluster center). If this distance is \( \leq d_{in} = -2 \ln(0.4) \), the point is integrated to the cluster. Otherwise, if there are no cluster for which the distance is less or equal to \( d_{in} \), the element remains unclassified.

Then we update the cluster centers by the average value of the vectors inside it and we compare the cluster centers between them to see how similar they are. Those pairs that have a distance \( \leq d_{out} = -2 \ln(0.42) \) are aggregated together. The clusters that remain with a single element are ignored.

Finally, we calculate the distance of all elements within a cluster to its cluster center. Those that have a distance higher than \( d_{out} \) are excluded and set as unclassified.

It is possible that after updating the cluster center, some elements within a cluster will actually no longer belong to the cluster. Therefore we calculate the distance of all elements within a cluster to the cluster center. Those that have a distance higher than \( d_{out} \) are excluded and set as unclassified.

If we still have unclassified elements, we randomly select 20% of the unclassified elements to form new clusters and we repeat the previous steps till there are no more unclassified elements remaining. At this point, the algorithm is said to have achieved convergence. For some cases it is possible that the algorithm never converges or converge just after a large number of iterations. Hence, we fixed a limit of 200 iterations.

### E. Adaptive filter

The traces from the micro-regions selected by the clustering algorithm are averaged in a single trace. Then, the HR is estimated using this trace analyzing it in windows of 30 seconds. We advance in the signal using steps of 0.5 seconds.

The signal inside the window is zero padded to contain a total of 214 elements and we compute the magnitude of its DFT. We retain only those frequencies in the range going from 30 to 240 BPM. An adaptive filtering is then applied over it, multiplying it by a mask \( M_n[v] \). The mask aim is to amplify the signal for those frequencies that have a higher probability of be the HR frequency and attenuate others, reducing the effect of noise in the estimation. The mask is defined supposing that the HR varies slowly with time and that within 0.5 seconds it should be almost the same. Therefore, the signals in previous windows provide a good estimation of where the HR peak should be.

Let \( Z_n[v] \) be the DFT magnitude at the n-th window, then
\[
M_n[v] = (T[v] * Z_{n-1}[v]) (T[v] * T[v] * Z_{n-2}[v]).
\]
\( T[v] \) is a triangular function with a support of 2 BPM, centered in 0, that is applied to horizontally stretch the peaks of \( Z_n \) in order to accommodate small frequency variations.

Also, it was shown by Xu et al. [21] that the use of the derivative of the traces improves the HR detection performance as the noise tends to be more intense for low frequencies. Hence, we include a high-pass filter to the adaptive filter. The filter employed apply a gain of 0.2 for frequencies inferior to 20 BPM and a gain of 1 for frequencies superior to 150 BPM. Between 20 and 150 BPM it applies a gain that varies linearly with frequency. This filter has a behavior similar to a derivative filter, but we restricted its actuation between 20 and 150 BPM to avoid over-attenuation of low frequencies and over-amplification of high frequencies. We refer to this filter as \( F_d[v] \). The filtered signal employed for HR estimation is then \( Z_n[v] M_n[v] F_d[v] \).

Finally, we search for the peak of highest amplitude on the filtered signal and attribute its frequency to the HR. If the absolute difference to the previous estimated HR is superior to 12 BPM, we look between the four highest peaks the nearest to the previous estimated HR. If none of them present an absolute difference inferior to 12 BPM we retain the frequency of the highest peak.

### III. Results

In order to evaluate the algorithm performance we captured 2 videos of 60 seconds from 35 volunteers in indoors environment with uncontrolled illumination, stored without compression (480x640, 60 fps). In the first video we asked the volunteers to remain as still as possible in front of the camera. In the second video we let the volunteer move freely and we invited them to encourage movements. The database is available at [22]. The video from 15 volunteers were employed to define the weights to attribute to each color channel (Fig. 4) and the remaining 20 for HR estimation. Their HR was monitored using a off-the-shelf fingertip pulse oximeter that presents a precision of 2 BPM.

We compared our algorithm to that of Poh et al. citePoh2010,Poh:2011, since most algorithms found
in the literature follow a similar framework than Poh. Fig. 6 presents the percentage of time of the algorithm presented an absolute error, when compared to the pulse oximeter reading, inferior to the given values for the 20 volunteers on the case of steady and videos with movement.

![Correct Estimations](image)

Fig. 6. Algorithm performance to real data. The absolute error range is given in BPM

We can observe that for the steady videos our algorithm presented a slightly better performance. The algorithm of Poh remained 76.94% of the time with an absolute error inferior to 8 BPM, compared to 85.92% for the proposed algorithm. This better performance is due to 2 factors: 1) we avoided the use of ICA to adaptively estimate the weights of each color channel. Instead we use a fixed mixture with weights chosen during the training phase; 2) The use of the adaptive filter that boost the SNR of the signal employed for HR estimation.

Since it is hard to evaluate the performance of the algorithm against noise, as we do not know the SNR of the videos in the database, we evaluate the performance against a synthetic trace with known noise, as shown in Fig. 7. This trace is composed of a sine wave with frequency uniformly distributed between 60 and 200 BPM plus a noise signal. This noise is built with a Gaussian noise integrated over time to be more belying to the noise found in real data that is stronger for lower frequencies. We eliminate the DC component of the noise and multiplied it by a constant in order to obtain the desired SNR. Fig. 7 presents the percentage of time that of the proposed algorithm and that of Poh presented an absolute estimated error inferior to 8 BPM for 100 simulations. We also evaluated the performance of the proposed algorithm without the use of the adaptive filter to elucidate its performance.

![Correct Estimations vs SNR](image)

Fig. 7. Algorithm performance to synthetic data

We can observe that for all values of SNR the proposed algorithm presented a higher number of correct estimations than Poh for this simulated noise. Our algorithm achieved 50% of correct estimation at -34.6 dB, while Poh at -11.8 dB. Also, it can be seen that the use of the adaptive filter contributes to a better performance and the proposed algorithm reach the same percentage of correct estimations, in average, 5.2 dB before its version that do not employ the adaptive filter.

The difference in performance is even higher for videos with movement (Fig. 6) because a lot of movement artifacts are introduced in the traces, reducing the SNR. As we compensate the movement in our algorithm we obtain a much better performance with 64.92% estimations with absolute error inferior to 8 BPM, compared to 13.39% for Poh.

Fig. 8 depicts the regions that were chosen most of the time to compose the ROI by the clustering algorithm. For the steady videos, the region of the forehead and the cheeks are preferred, which should be expected as these are the most vascularized regions on the face. On the other hand, for videos with movement, mainly the forehead is chosen to compose the ROI while the cheeks are eliminated most of the time due to movement artifacts.

![Percentage of time that a region was chosen for HR estimation](image)

Fig. 8. Percentage of time that a region was chosen for HR estimation. The average face was computed after aligning the volunteers face with respect to the mouth and eyes

IV. CONCLUSION

In this work we propose an algorithm for heart rate (HR) estimation using videos of the human face under uncontrolled light in indoor environments. We compared our results to that of Poh [2] and observed a substantial improvement.

The algorithm employs an adaptive filter that imposes a temporal coherence on the signal and is based on the assumption that the heart rate varies slowly with time. A derivative filter was also employed to reduce the influence of low frequency noise. These filters boosts the signal to noise ratio of the signal used for HR estimation and we showed that they are capable of reducing the number of incorrect estimated HR.

Also, the motion compensation combined with the clustering algorithm improved the performance, mainly for the videos with movement. The clustering algorithm automatically select the best micro-regions to employ, eliminating noisy ones, which contribute to improve the traces’ SNR.
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