Two-Stage Indoor Positioning using Deep Learning and RF Fingerprinting in WiFi Networks
Rafael Saraiva Campos e Lisandro Lovisolo,

Abstract—This work addresses the problem of radio frequency machine learning-based indoor multifloor positioning, by proposing a two-stage localization scheme. On the first stage, a majority voting committee of Deep Neural Networks (DNN) identifies the floor where the mobile station (MS) is most likely located. On the second stage RF fingerprinting, also known as Database Correlation Method (DCM), provides an estimate of the MS location within the selected floor. In DCM, target RF fingerprints - measured by the MS to be localized - are compared with georeferenced RF fingerprints, previously stored in a correlation database (CDB). The performance of the proposed solution is experimentally evaluated using 40,800 target fingerprints and a CDB with 816 reference fingerprints, containing Received Signal Strength (RSS) values of 115 WiFi 802.11b/g networks spanning 3 floors. The proposed two-stage scheme achieved floor identification accuracies ranging from 91 to 97%, and mean planar positioning errors from 1.4 down to 0.4 meters.
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I. INTRODUCTION

There is a growing number of Mobile Stations (MSs) equipped with built-in Global Positioning System (GPS) receivers. In open areas, GPS yields high precision location estimates, but is usually unavailable in indoor environments. In this scenario, Received Signal Strength (RSS) based localization techniques are used both in cellular and Wireless Fidelity (WiFi) networks [1]. In cellular mobile telephony, indoor positioning might rely on the reception of signals from indoor micro or even picocells, or from outdoor cells with strong indoor reception [2]. However, the increasingly denser deployment and availability of WiFi access points (APs), coupled with the fact that most mobile devices today are WiFi enabled, makes the use of WiFi signals a preferable choice for indoor positioning, in comparison to cellular mobile telephony signals [3].

When implementing or using a location-based system (LBS) for indoor positioning, one may not be troubled by small planar errors. For example, suppose that one is in a garage or mall, if the LBS estimates or indicates that an object or MS is within three or five meters from its actual location, this error may be acceptable. However, if the LBS reports that one is on the wrong floor this may not be acceptable at all, mostly due to the fact that buildings are built in such a way that it is much easier to move within the same floor than among floors. Thereby, the most critical issue in WiFi indoor positioning is floor identification in multistorey buildings. This work addresses this issue by proposing a two-stage positioning scheme, as depicted in Fig 1: on the first stage, a majority voting committee of Deep Neural Networks (DNN) identifies the floor; then, on the second stage RF fingerprinting, also known as Database Correlation Method (DCM), provides an estimate of the MS location within that floor. DCM techniques provide a position fix by comparing a target RF fingerprint (TFing) – a set of RF parameters measured by the MS to be located – with a set of georeferenced and previously collected RF fingerprints, referred to as reference RF fingerprints (RFings) and stored in a Correlation Database (CDB) [4].

![Diagram of the proposed two-stage positioning scheme.](image)

The remainder of this work is organized as follows: Section II describes the measurement campaign use to build the data sets used to validate the proposal; Section III details the first stage of the localization scheme, i.e., floor identification using a committee of DNNs; Section IV presents the second stage, i.e., the DCM technique used to provide a 2D position fix within the selected floor; Section V brings the experimental results; Section VI compares the results with the ones of other RF-based multifloor positioning engines. Finally, Section VII brings a brief conclusion.

II. DATA SETS OF WiFi RSS MEASUREMENTS

A. Measurement Campaign

In this work, we use a subset of the database generated during a WiFi RSS measurement campaign carried out in the 13 floors of Reitor Joao Lyra Filho Pavilion at the Rio de Janeiro State University (UERJ) [5]. The software used to collect the WiFi scans was NetStumbler version 0.4 running in a Toshiba A75-S211 laptop with an Atheros AR5005GS built-in 802.11b/g adapter. NetStumbler forces the WiFi adapter to carry out a passive scan of 802.11 networks, i.e., without sending probe requests. For each detected AP, the MAC (Medium Access Control) address, SSID (Service Set Identifier), carrier
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number, noise level and signal-to-noise ratio were stored. The laptop was placed over a wheeled table, and at each of the 924 measurement points the WiFi adapter collected between 180 and 240 WiFi scans, at a rate of one per second. The measurement points are not distributed uniformly throughout the floors, with floors 4, 5, and 6 comprising 816 out of the 924 points, with approximately 270 points per floor. As a result, we selected only the WiFi RSS samples collected at the 4th, 5th, and 6th floors. Fig. 2 shows a perspective spatial view of the selected measurement points positions in the UERJ main building.

![Fig. 2. Selected measurement points at UERJ main building, located on the 4th (black), 5th (blue), and 6th (magenta) floors.](image)

### B. RFings

Each measurement point is identified by a unique RFing containing the mean RSS values (in the logarithmic scale, ranging from $-120$ to $-30$ dBm) of each WiFi network detected at that particular location. The first 50 WiFi scans at each location are not included in this calculation, being reserved to test the proposed two-stage location engine. A total of $N = 115$ WiFi networks were detected at $N_p = 816$ different positions. The RFing of the $k$th point is defined by

$$ f_k = [\text{RSS}_{1,k} \ldots \text{RSS}_{N,k}] $$

where $\text{RSS}_{i,k}$ denotes the average RSS from AP $i$ at point $k$, for $i = 1, \ldots, N$ and $k = 1, \ldots, N_p$. This average is calculated by

$$ \text{RSS}_{i,k} = \frac{1}{H_{i,k}} \sum_{h=1}^{H_{i,k}} \text{RSS}_{i,k,h} $$

where $H_{i,k}$ denotes the number of occurrences of network $i$ at point $k$, and $\text{RSS}_{i,k,h}$ indicates the measured RSS of network $i$, during the $h$th WiFi scan collected at point $k$. Note that, as the first 50 scans are reserved to be used in the test set, one has $50 < h \leq 240$, as 240 is the maximum number of scans at any given point. If a WiFi network is detected in less than 10% of the WiFi scans at a given point, its mean RSS value is not included in the RFing.

### C. CDB

Each RFing is associated with a 3-tuple of geographic coordinates $(x, y, z)$, where $x$ and $y$ are continuous variables representing the planar coordinates of the measurement locations within each floor, and $z$ is a discrete variable which indicates the floor number. So, the $k$th CDB entry is given by the 4-uple $(f_k, x_k, y_k, z_k)$, with $k = 1, \ldots, N_p$. The CDB is used to train the Deep-Learning (DL) classifiers.

### D. TFings

Each of the first 50 WiFi scans at each measurement point corresponds to a TFing. RFings and TFings have the same structure, so a TFing is defined by the $N$-component vector

$$ f = [\text{RSS}_1 \ldots \text{RSS}_N] $$

The set of TFings is used to test the DL classifiers.

### III. FIRST STAGE: FLOOR IDENTIFICATION USING COMMITTEES OF DNNs

In multifloor indoor positioning, it is very important to correctly identify the floor where the MS is located, before estimating the MS 2D position within that floor. It is particularly relevant for certain types of positioning applications, like emergency call location [6][7] and applications designed to help blind people locate the floor they are in [8]. A common strategy to design classifiers aiming at a priori defined outputs (e.g., the floor number) is the use of supervised clustering systems. In this work, we employ ensemble learning with bagging (bootstrap aggregating) [9]. In this technique, $M$ subsets of the training data are randomly formed by sampling with replacement, and each subset trains a different supervised classifier. The output of the $M$ classifiers is then combined using majority voting. Outputs of majority voting committees are expected to have a lower variance than outputs of single binary classifiers, smoothing the stochastic component inherent to DNNs training and providing a more reliable and stable classification [10].

### A. Topology

Autoencoders (AEs), convolutional neural networks (CNNs), deep belief networks (DBNs), and recurrent neural networks (RNNs) are the most commonly used DL architectures [11]. In this work, we use sparse AEs: each of the $M = 31$ classifiers in the majority voting committee is obtained by stacking two sparse autoencoders and a softmax layer. The size of the committee (i.e., the value of $M$) was empirically defined. Fig. 3 shows a schematic representation of an AE, with its two stages: the encoder and the decoder. The decoder can learn a more compact representation of the input data (if there are fewer neurons in the hidden layer than in the input layer), so one of its main uses is for dimensionality reduction [12]. The decoder attempts to recover the original data from the encoder output.

Each DNN in the majority voting committee is built by stacking two AEs. Following, a softmax layer is added. Fig. 4 depicts the DNNs topology. For the first AE, one has $m = \ldots$
The decoder yields an approximation of the input vector in the hidden layer; the number of components of the input vector is the mean squared error (MSE) with L2-norm and sparsity regularization.

The second AE is trained using the outputs of the first encoder. The sparsity regularization term \( \Psi \) is larger when the average activation value (output) of the neurons in the hidden layer (averaged over the entire training set in batch training) are distant in value from the desired average value \( \rho \). The term \( \Psi \) is given by the Kullback-Leibler divergence [13], i.e.,

\[
\Psi = \sum_{i=1}^{v} KL(\rho||\hat{\rho}_i) = \sum_{i=1}^{v} \left[ \rho \log \left( \frac{\rho}{\hat{\rho}_i} \right) + (1-\rho) \log \left( \frac{1-\rho}{1-\hat{\rho}_i} \right) \right]
\]

where \( \hat{\rho}_i \) is the average activation value of the \( i \)th neuron in the hidden layer, and \( \rho = 0.05 \) (empirically defined). Low average activation values mean that the neurons fire just to a few samples in the training set. So, adding a sparsity regularization term to the cost function helps the encoder to learn a representation where each neuron responds to just a small subset of training examples, specializing to some features that are present only in that subset.

2) Softmax Layer: the softmax layer is trained using the output of the second encoder; the cost function used to train it is the cross-entropy, defined by \( E = -T \log (Y) \), where \( T \) is the target matrix and \( Y \) is the matrix containing the outputs produced by the softmax layer.

3) DNN: the network formed by stacking the aforementioned layers (as in Fig. 4) is trained using scaled conjugate gradient descent learning method and cross-entropy cost function (defined by the softmax layer). Early stopping was not used (as no part of the training set was reserved for validation), so the stop criterion is the number of epochs (1000).

IV. SECOND STAGE: DCM 2D POSITIONING

In order to estimate the MS location, it is necessary to compare the TFing with the RFings in the CDB. The first stage of the proposed localization scheme selects a floor, so the correlation space within the CDB is restricted to the points within the selected floor. Let set \( D \) be this reduced search space within the CDB. The higher the similarity or correlation between the TFing and an RFing in \( D \), the higher the probability that the MS is located at the RFing’s coordinates. This similarity is assessed by means of an evaluation or correlation function. In this work, two such correlation functions are considered.

A. First Correlation Function

The MS is assumed to be located at the point whose RFing has the highest correlation or similarity with the TFing. Let \( f \). The number of WiFi networks detected during the data collecting phase) and \( v = 70 \). For the second AE, one has \( m = 70 \) (as it receives as inputs the outputs of the first encoder) and \( v = 35 \). The activation functions \( f \) and \( g \) of the hidden and output layers of the AEs are the sigmoid and linear functions, i.e.,

\[
f(h) = \frac{1}{1 + \exp(-h)} \quad \text{and} \quad g(h) = h,
\]

respectively. The final layer has 3 neurons (one for each class, i.e., floor) with softmax transfer functions. Thus, the output of the \( i \)th neuron is given by \( s_i = \frac{\exp(h_i)}{\sum_j \exp(h_j)} \), where \( h_i \) is the aggregate input of the \( i \)th neuron. The output class is indicated by the neuron which yields the highest output value in the softmax layer.

\[
\Sigma = \sum_{i=1}^{N} \sum_{j=1}^{v} (w^{(1)}_{ij})^2 + \sum_{j=1}^{v} \sum_{k=1}^{N} (w^{(2)}_{jk})^2
\]
be the TFing measured by the MS to be localized, as defined by Eq. (3), and f_k be the RFing associated with the kth point, given by Eq. (1). The first similarity measure is defined as inverse of the Euclidean distance between these fingerprints in the N-dimensional RSS space, i.e.,

\[ f_{1,k} = \left[ (f - f_k)(f - f_k)^T \right]^{-1} \]  

(7)

**B. Second Correlation Function**

Another approach would use a regularization term that penalizes candidate solutions (i.e., RFings) with more mismatches in relation to WiFi networks with RSS values above −120 dBm in the TFing. In this case, the identity of the detected networks would have a higher impact in the correlation than solely their RSS values. This might mitigate the detrimental effect of RSS variations (e.g., due to multipath fading) and of cross-device conditions (i.e., trying to locate a MS of a different model than the one used to build the CDB).

Let \( \mathcal{T} \) and \( \mathcal{R}_k \) be the set of WiFi networks with RSS above −120 dBm listed in the TFing and the RFing associated with the kth point, respectively, for \( k \in \mathcal{D} \). The set \( \mathcal{C}_k \) contains the network IDs occurring both in \( \mathcal{T} \) and \( \mathcal{R}_k \), i.e., \( \mathcal{C}_k = \mathcal{T} \cap \mathcal{R}_k \). Let \( S_T \) and \( S_{R,k} \) be the sets containing the RSS values – in the TFing and the kth RFing, respectively – of the networks listed in \( \mathcal{C}_k \). The value of the correlation between the TFing and the kth RFing now is defined as

\[ f_{2,k} = \left[ \alpha N \# \mathcal{T} - \# \mathcal{C}_k + \sum_{i=1}^{\# \mathcal{C}_k} [s_{T,i} - s_{R,k,i}] \right]^{-1} \]  

(8)

where \( \# \mathcal{T} \) is the cardinality of \( \mathcal{T} \), \( \# \mathcal{C}_k \) is the cardinality of \( \mathcal{C}_k \), \( \alpha \) is the dynamic range of RSS, \( s_{T,i} \) and \( s_{R,k,i} \) are the ith elements of \( S_T \) and \( S_{R,k} \), respectively. The first term in Eq. (8) is the penalty due to the absence in \( \mathcal{R}_k \) of networks that are in \( \mathcal{T} \). The second term calculates the absolute cumulative difference between the elements of \( S_T \) and \( S_{R,k} \). If all networks listed in \( \mathcal{T} \) are also in \( \mathcal{R}_k \), then \( \mathcal{C}_k \equiv \mathcal{R}_k \equiv \mathcal{T} \), so \( \# \mathcal{C}_k = \# \mathcal{T} \), and the first term in Eq. (8) is null. In the worst case scenario, where \( \mathcal{C}_i = \varnothing \), the first term in Eq. (8) reaches its maximum value and the second term is null. Regarding the penalty term, consider the pth and qth points. For each network listed in \( \mathcal{T} \) and not in \( \mathcal{R}_p \) or \( \mathcal{R}_q \), a \( \alpha N \) value is added to \( f_{2,p} \) or \( f_{2,q} \), respectively. As \( \alpha \) is equal to the maximum variation of RSS, the first term in Eq. (8) ensures that if \( \# \mathcal{C}_p > \# \mathcal{C}_q \), then \( f_{2,p} > f_{2,q} \), regardless of the second term value.

**V. EXPERIMENTAL RESULTS**

As previously indicated, the first 50 WiFi scans per point are reserved to test the localization system, so one has \( 50 \times 816 = 40800 \) test samples. The performance of the localization system is evaluated in terms of floor identification accuracy (first stage) and DCM 2D positioning error (second stage). For that, different window lengths are considered. The window length (in seconds) indicates the quantity of subsequent RSS measurements (collected at a rate of 1 Hz) that are averaged to compose the TFing. Larger windows (10 and 25 sec) are better suited to model the behavior of stationary or slow moving MS. Shorter windows (1 and 5 sec) better represent the dynamics of MS carried by someone walking.

Fig. 5 shows the floor identification accuracy yielded by the first stage (DNN committee) of the positioning scheme. The achieved accuracies range from 91% (using a single WiFi scan) up to 97% (using 25 subsequent WiFi scans).

Fig. 6 brings the cumulative distribution function (CDF) of the 2D positioning error achieved by DCM using the second correlation function, as defined by Eq. (8). As expected, the precision increases with the window length. However, one notes that, even for a window length of 1 sec (just one WiFi scan composing the TFing), the positioning error is lower than 6.9 meters for 95% of the test samples. One might note some discontinuities in the CDF plots. Those derive from the test points distribution being discrete, forming a planar grid with 3 meters separation between adjacent points. In fact, the largest “jump” occurs precisely at 3 meters. Smaller discontinuities occur at multiples of that distance.
of all points, i.e., the number of samples collected at positioning system called SaskEPS (Saskatchewan Enhanced this asymmetry might comprise the reliability of the floor to properly train the DNN classifiers. Besides that, positioning error of to obtain position fixes. The authors reported an average planar accuracy, in a testbed comprising two buildings with three floors each; calibration of the propagation models used to estimate the floors each; as already mentioned in Section II, our present work uses a subset of that same database, selecting only the 4 floors. They achieved floor identification accuracies ranging from 91% to 97%, and average 2D positioning error between 4.5 to 1.7 meters, for window lengths from 1 to 25 seconds, respectively. As already mentioned in Section II, our present work uses a subset of that same database, selecting only the points within the 4th, 5th and 6th floors, which comprise 88% of all points, i.e., the number of samples collected at the other 9 floors is too small (approximately only 12 per floor) to properly train the DNN classifiers. Besides that, this asymmetry might comprise the reliability of the floor identification accuracy.

In [14] the authors developed an RSS-based multilateration positioning system called SaskEPS (Saskatchewan Enhanced Positioning System). It achieved 100% floor identification accuracy, in a testbed comprising two buildings with three floors each; 25 test points were selected per floor per building, totaling 150 test locations. The system requires careful calibration of the propagation models used to estimate the distance between the target MS and each of the APs listed in the WiFi scan, and that the coordinates of all APs are very accurately known.

In [15] the authors used a Bayesian Graphic Model (BGM) to obtain position fixes. The authors reported an average planar positioning error of 2.3 meters in a testbed with 600 samples gathered in 30 test points distributed in two floors. The floor identification accuracy was not informed.

In [16] the authors used DCM with KNN - in what was called Nearest Floor Algorithm - for floor identification only, achieving a 86% accuracy using a data set comprising 150 points distributed among 3 floors.

VII. CONCLUSION

This work proposes the use of a two-stage indoor positioning scheme for localization in multistorey buildings. The first stage employs DNN committees to identify the floor. The second stage performs DCM 2D positioning using the reduced search space provided by the first stage, i.e., the selected floor. Two different correlation functions were considered for the DCM phase. The proposed two-stage scheme achieved floor identification accuracies ranging from 91 to 97%, and mean planar positioning errors from 1.4 down to 0.4 meters, for window lengths from 1 up to 25 seconds, respectively.
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